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ABSTRACT

Recently, compressed sensing (CS) has been coedidsra tool to surpass the traditional limits gfjists’
sampling Theory. The CS theory suggests that smgmnals and images can be reconstructed fronr feavaples which
are obtained at the rate far below the Nyquist ralso this will help to underlie procedures forrgaing and compressing
data simultaneously. Like many other fields, CSodisund successful applications in Multi-sensor oamications
networks. CS is having applications in the detecémd estimation of various signals in sensor nksvand network
monitoring, etc. This survey gives a brief ideawtmmpressive sensing and then goes on to reviféaveht Applications

on multisensory networks
KEYWORDS: Compressive Sensing, Incoherence, Sensor Netwspkssity, etc.,
INTRODUCTION

We are living in an era of a digital revolution thadriving the progress of new types of high teson sensing
systems with the information explosion. As a resfilthis, the amount of data generated by the systeas been growing
in very high speed. The conventional approach oémstructing the sensed signals from measuredatetygs the famous
Shannon sampling theorem, which states that thelgagrate of the signals must be minimum twice tighest signal
frequency. But, in many applications, the resultiygjuist rate is very high that result in too maaynples. It may be too
costly, or even physically impossible, to buildyatem capable of acquiring samples at the necesatryThus, in spite of
the astonishing advances in processing power, dhaisition and processing of signals in most of dpglication areas

continues to pose a tremendous challenge.

In Contrary to the conventional Nyquist paradighe nhovel approach of the compressive sensing wib to

address the logistical and processing challengesvied in dealing with such high-dimensional data.

CS can find sparse solutions to underdetermineghtirsystems and can reconstruct the signals frorfefeer
samples than is possible using Nyquist sampling. rab make this in reality, CS relies on two pnohes: sparsity and

incoherence.

Sparsity expresses the idea that the informatit® o0& a continuous time signal may be much smahan
suggested by its bandwidth. Most of the Naturahalg can be stored in compressed form, in terntkedf projections on

a suitable basis. When the basis is selected gyppelarge number of projection coefficients Wil zero so that they can
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be ignored. If a signal has only K non-zero coédfits in a domain, it is said to be K-Sparse. laae number of

projection coefficients of a signal are small enoagd can be ignored, then that signal is saidtodmpressible.

In Compressive Sensing, we are concerned with tatrioes - the incoherence of matrix used to sartipe
signal of interest (measurement matrix) and therimnaepresenting a basis, in which signal of insérés sparse
(representation matrix). Within the CS framewoudiyIcoherence between these two matrices trandtatiesver samples

required for reconstruction of signal

CS is a very simple and efficient signal acquisitiprotocol which samples at a low rate and latezsus
computational power for reconstruction from the gke®, which appears to be an incomplete set of mneagnts. CS
combines the sampling and compression into onelgtepeasuring minimum samples that contain maxirmformation
about the signal: this eliminates the need to aecamd store large number of samples only to drogt mf them because

of their minimal value.
LITERATURE REVIEW

The literature review is to analyze the virtues gitthlls of the existing algorithms and techniquékis review
evaluates the benefits of the techniques useddmapplication of Compressive sensing in the fidldistributed and

multiple sensor networks. This will also try todithe gaps in existing research and methods.

Shuchin Aeron et al (5) addressed the problemnafifig the sensing capacity of sensor networks foass of
linear observation models and a fixed SNR reginfhey derived the bounds and provided conditions rédiable
reconstruction of sparse signals. They have shdvh $ensing capacity goes down as sensing divegsitysensor goes

down and Random sampling of the field by sensobgiter than contiguous location sampling.

Scott Pudlewski et al (14) investigated the pogdrdf the compressed sensing paradigm for videzagsiing in
Wireless Multimedia Sensor Networks. They desigaedte control scheme with the objectives to mazénthe received
video quality at the receiver and to prevent nekwoongestion while maintaining justice between masi video
transmissions. Representation of Video distortienthirough analytical and empirical models and tlstodion is
minimized based on a new cross-layer control alyorithat jointly regulates the video encoding ratel the channel

coding rate at the physical layer based on thenastid channel quality

Volkan Cevher et al (7) Developed signal processilggrithms for randomly deployable wireless seraways
that are severely constrained in communication Wadtt. They have focused on the acoustic bearitignaton problem
and shown that when the target bearings are modeded sparse vector in the angle space, functiériteolow
dimensional random projections of the microphomgaals can be used to determine multiple sourcergsaas a solution

of an€1-norm minimization problem.

J. Oliver and Heung-No Lee (18) proposed a new cesgive sensing framework for sensor networks. They
considered the design of sensing matrix with thergnowledge of the channel between the signatsthe sensors. They
concluded that full or partial knowledge of the ohal at sensors enables effective sensing matsigdeand supports a

good signal recovery.
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Dror Baron et al (1) have introduced the theoréticame work for distributed compressive sensingaolhs
based on joint sparsity of a signal ensemble. Ttagied three example models for jointly sparsealigand developed

practical algorithms for joint recovery of multipgggnals from incoherent projections.

Hung-Wei Chen et al (15) addressed the issue of fo-cost and low-complexity video encoding foseuin
resource limited sensors/devices. They proposeistabdited compressive video sensing frameworkitectly capture
compressed video data, while exploiting correla&i@mong successive frames for video reconstrueticthe decoder.
At the decoder, video reconstruction can be fortadlaas a convex unconstrained optimization problearsolving the
sparse coefficients with respect to some basictime. The paper investigated about dynamic measeme rate
allocation in block-based distributed compressiv@e® sensing, which can adaptively adjust measunenaes by

estimating the sparsity of each block via feedhatdrmation.

Guoijin Liu et al (21) studied the problem of pidafiarrival times of primary waves received by seissgnsors,
in the volcano monitoring. They developed a sufteew in-network signal processing algorithms foe ticcurate picking,

along with signal pre-processing at sensors, sesedection as well as signal compression and réxarti®n algorithms.

Jeonghun Park et al (19) proposed a generalizetlitidied Compressive Sensing which can improve s&par
signal detection performance, given arbitrary typesommon information which are classified inta paly full common
information but also a variety of partial commofoimation. Using the scheme, they obtained therttaal bound on the
required number of measurements. They proposedel algorithm that can search for the correlativncture among the
signals, with which the proposed scheme improvésctien performance even without a priori-knowleagecorrelation

structure for the case of arbitrarily correlatedtirgignal ensembles.

Ali G et al. (8)considered the direction-of-arrival estimation penb with an array of sensors using Compressive
Sensing. By using the random projections of thessewlata, beside with a full waveform recordingtba reference
sensor, they have reconstructed the sparse angte sgenario, giving the number of sources and thieections of

arrivals.

Waheed Bajwa et al (2) introduced the concept ah@essive Wireless Sensing for sensor networkshiciwa
fusion center retrieves signal field informatioorfr a group of spatially dispersed sensor nodesy Tiage proposed a
distributed matched source-channel communicatiberse for estimation of sensed data at the fusiotecend analyzed

the same with the parameters - number of sensas)tlde trade-offs between distortion, latency poder.

Michael Rabbat et al (3) presented a novel systanddcentralized data compression and contenildison in
wireless sensor networks. The system simultaneastyputes random projections of the sensor datadéssg@minates
them throughout the network using a simple algaritfThe summary statistics are stored in the netwBrem these
measurements, reconstruction of the data at absodthe network is possible, provided the origdsta is compressible

in a certain domain.

Waheed U. Bajwa et al (4) have proposed a disttbybint source-channel communication architectfore
energy-efficient estimation of sensor field dataaemote destination. They analyzed the relatipssbetween latency,

power and distortion as a function of the numbesefsor nodes. Their approach can be applied toaal lzlass of signals,
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which is based on the distributed computation qfrapriately chosen projections of sensor dataadstination. When

there is little knowledge is available about thgnsil field, random projections are used.

G. Coluccia et al (17) proposed a new lossy congfmasscheme for distributed and sparse sourcesr antisv
complexity encoding constraint. The proposed aechitre is able to exploit both intra- and intemsigcorrelations typical
of signals monitored by a wireless sensor netwbrlorder to meet the low complexity constraint, #reoding stage is
performed by a lossy distributed compressed seragarithm. The novelty of the scheme consistdhancombination of
lossy distributed source coding and CompressivesiBg. The joint use of both allows to achieve dalbi-rate savings for

the same quality with respect to the non-distrid@®mpressive Sensing scheme.

Volkan Cevher et al (6) proposed an approximaticamework for distributed target localization in sen
networks. They have shown successfully to detemmltiple target locations by using linear dimensility-reducing
projections of sensor measurements. The commuaitatiquirements are better as the overall commtioichandwidth

requirement for each sensor is logarithmic in tamber of grid points and linear in the number ofjéds.

M Mahmudimanesh et al (12) described how the geocaktrepresentation of the sampling problem can
influence the effectiveness and efficiency of Coasgive Sensing algorithms. They introduced a Maethanodel which

exploits redundancy attributes of signals recorfdech natural events to achieve an optimal reprediemt of the signal.

J. Oliver and Heung-No Lee (16) proposed a new cesgive sensing framework for sensor networks. They
considered the design of sensing matrix with thergknowledge of the channel between the signatsthe sensors. They
have shown that full or partial knowledge of theuchel at sensors enables effective sensing matsigd and supports a

good signal recovery.

Giorgio Quer et al (9) addressed the data gathgninglem in Wireless Sensor Networks, where rouisngsed
in combination with Compressive Sensing to transppmdom projections of the data. They analyzedhstit and real
data sets and compared the results against thosgenddbm sampling. They concluded that, with redhdsets, it is

impossible to sparsify the data while being atghme time incoherent with respect to the routingima

Riccardo Masiero et al (11) have addressed thedfsakcurately reconstructing a distributed sighabugh the
collection of a small number of samples at a datagying point using Compressive Sensing in coeaee with Principal
Component Analysis. Their scheme is doing the regpef real world non-stationary signals at theadatllection point
through the online estimation of their spatial/temgd correlation structures. They proceeded with élmalysis of data
collected by indoor wireless sensor network test, oving that these assumptions hold with goocuscy in the

considered real world scenarios.

Giorgio Quer et al (20) addressed the problem ohpressing large and distributed signals monitorgdab
Wireless Sensor Network and recovering them thratinghcollection of a small number of samples. Theyposed a
sparsity model that allows the use of CompressesmsiBig for the online recovery of large data set®al WSN scenarios,
exploiting Principal Component Analysis to captuhe spatial and temporal characteristics of reghals. Bayesian
analysis is employed to estimate the statisticalribution of the principal components and to shibat the Laplacian

distribution provides an accurate representatighefstatistics of real data.
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Mohammadreza M et al (13) discussed how to redteesamples of a discrete spatial signal vectaddfining
an alternative permutation of the sensor nodesy Tieposed a method to enhance CS in Wireless S8enstworks
through improving signal compressibility by findiagsub-optimal permutation of the Sensor Netwofkey have shown
that sub-optimal reordering stably maintains a maympressible view of the signal until the statethd environment
changes so that another up-to-date reordering ddsetcomputed. Their method can increase signainstaction
accuracy at the same spatial sampling rate, ovezahe state of the operational environment whil same quality at

lower spatial sampling rate.

Jia M et al (10) formulated the problem for spaggent detection in wireless sensor networks asnapoessive
sensing problem. The number of sensors can belgreduced to the similar level of the number ofige events, which
is very much smaller than the total number of sesir®y considering the binary nature of the evehtsy employed the

Bayesian detection. They analyzed the performahtdgeccompressive sensing algorithms under the Siausoise.
CONCLUSIONS

Compressive Sensing is an exciting and progresBéid that has attracted considerable attentiorsignal
processing, computer science and other areas oin&sring. We have done a short review on the agipdins of
compressive sensing in the field of multisensorgtriiuted networks. The importance of data proogssind
communication in the multisensory environment isvgng with the wide range of applications. Compiréssensing can
play an effective role in managing the data delpigdblem for the sensor systems .The applicatio8Sfn multi sensor
fields are reviewed along with the limitations. Wéel that the review will reveal the potential tbk field and it will

create more interest towards compressive sensgegureh.
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